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Abstract

A set of number density transport equations based on the bubble size are used to predict the void fraction and the interfacial area
concentration in an air/water flow conditions. As the closure relations for the number density transport equations, a coalescence due
to random collisions and a breakup due to an impact of the turbulent eddies are modified based on previous studies. The bubble expan-
sion term due to a pressure reduction and a coalescence due to a wake entrainment are modeled for the number density transport equa-
tion. In order to predict the local experimental data, a computational fluid dynamic (CFD) code coupling the two-fluid model and
number density transport equations are developed in this study. As for the results of the numerical analysis, the developed model predicts
well the void fraction and interfacial area concentration although some deviations between the prediction and the experiment are shown

for the high void fraction conditions.
© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

In the state of the art models, the two-fluid model is con-
sidered as the most detailed and accurate macroscopic for-
mulation of the thermo-fluid dynamics of the two-phase
systems. In the formulation of a two-fluid model, appropri-
ate constitutive relations for the interfacial transfer terms
are required to close the phasic balance equations [1]. In
general, the interfacial transfer terms are proportional to
the interfacial area concentration (IAC), which is defined
as the interface area per unit fluid volume. Therefore, the
interfacial area concentration is one of the most important
parameters in a two-fluid model.

The empirical correlations for the interfacial area con-
centration are being used in the current system codes such
as RELAPS5, TRAC, CATHARE and MARS. Since the
empirical correlations strongly depend on the flow regimes
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map, they have the feature of a discontinuity at the flow
regime transition and can cause a bifurcation problem in
the two-phase models. Furthermore, because most of the
empirical correlations assume the steady state and fully
developed flow conditions, they are hard to be applied for
developing conditions including the entrance effect or tran-
sient systems [2]. In order to overcome the weakness of the
empirical correlation methods, mechanistic approaches by
using transport equations for the interfacial area concentra-
tion or particle number density have been proposed [2-9].
Most of the mechanistic studies are mainly classified into
one-group and two-group methods. Since a one-group
method assumes a uniform size of the particles, it can effec-
tively predict the interfacial area concentration in a dis-
persed flow regime where the particle size is small and
shapes are identical. For the cap or slug flow conditions, a
two-group model has been developed by separating the par-
ticle size and hydraulics for each bubble group [2,9-11].
Although the two-group method can be applied to various
flow regimes including flow regime transitions, it requires
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Nomenclature
a; local interfacial concentration
A; surface area of the bubble in a bubble group i

Crc, Cwg, Cpr adjustable parameters in the bubble
interaction models

Dy pipe diameter

D bubble diameter

D., Dy boundary size of the cap and slug bubbles

ddaughter,max diameter of the maximum daughter bubble

dy diameter of the leading bubble

E.qay eddy energy

Eg surface tension energy

fi probability density of a bubble group i
Ly wake length

N number density of the eddy

n; number density of a bubble group i

Ty equivalent radius

Sie collision cross-sectional area

t time

ty time required for a coalescence of the bubbles
u mean bubble velocity

Va volume available for a collision

V; bubble volume of a bubble group i

Vmax ~ maximum bubble volume
Viin minimum bubble volume
z characteristic distance (= y/Lw)

Greek symbols

& energy dissipation

I'y, I'. coalescence and breakup rate

Lij, Aie  collision efficiency in the coalescence and break-
up efficiency in the breakup

Amins 4max Minimum and maximum eddy size

0 density

a surface tension

T contact time for the bubbles
Subscripts

f liquid phase

g gas phase

i, j, k bubble size group

1 leading bubble

ncap minimum cap bubble size group
t trailing bubble

more constitutive relations for the particle interactions than
the one-group method.

In the mechanistic modeling of the interfacial area con-
centration, the particle size is predicted by modeling the
bubble interactions such as the breakup and coalescence
process of the particles [12]. Also, a particle expansion/
contraction due to a pressure variation influences on the
variation of the particle size. This leads to the so-called
population balance equation. The number density trans-
port equation is obtained by integrating the population
balance equation over the volume of all the sizes of the
particles. In most studies which are described above, the
detailed particle volume dependent number density equa-
tion is considered as being too complicated for use in the
field equations. But, a more detailed particle size effect
should be considered because the particle size influences
the inter-phase heat and mass transfer through the IAC
and the momentum drag terms.

In this study, in order to consider the effect of the parti-
cle size in more detail, the number density transport equa-
tions for a number of particle size groups (11-16 size
groups) are used in an analysis of the air/water flow system.
In order to constitute the number density transport equa-
tion, the bubble expansion/contraction term and a coales-
cence due to a wake entrainment are developed and the
coalescence due to a random collision and the breakup
due to an impact of the turbulent eddies are modified based
on previous studies. The multi-dimensional computational
fluid dynamics (CFD) code is developed by coupling sys-
tematically the two-fluid model with the number density

transport equation of each size group. To validate the
developed code and the number density transport equa-
tion, comparisons of the void fraction and IAC for various
flow conditions are performed against local experimental
data in an air/water loop [13]. The contribution of the bub-
ble interaction terms for the interfacial area concentration
is also analyzed.

2. Experimental facilities

In order to obtain the two-phase parameters such as the
void fraction, interfacial area concentration and Sauter
mean diameter etc., the experiments are performed in an
air/water test loop which is installed at the Korea Atomic
Energy Research Institute (KAERI) as shown in Fig. 1.

The test loop consists of a test section, bubble generator,
water supply system, air supply system and a data acquisi-
tion system. The test section is made of transparent acryl
pipe where the diameter is 0.08 m and the height is about
10 m. The test section is composed of the conductivity
probe spoolpieces for measuring the local gas velocity, void
fraction and interfacial area concentration, and the imped-
ance void meter spoolpieces for measuring the channel
averaged void fraction. A five-sensor conductivity probe
is applied to measure the local flow parameters [14,15]. In
this experiment, the superficial liquid velocity is varied
from 0.5 m/s to 2.0 m/s and the superficial gas velocity is
changed from 0.100 m/s to 0.698 m/s at the first measuring
position of the test section as shown in Fig. 2. The experi-
mental data for the conductivity probe is obtained locally
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Fig. 1. The air/water test loop.
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Fig. 2. The experimental flow conditions.

at 16 measuring points along the radial direction. Sixteen
measuring points are equally spaced from the centerline
of the test section. The experimental data, which includes
from the bubbly flow regime to the churn turbulent/slug
flow regime, is produced at three axial positions L/D =
12.2,42.2 and 100.7 and the investigation for the transport
phenomena of the flow parameters is performed at three
axial positions. The experimental temperature is about
30 °C. The pressure is about 2 bar at the inlet of the test
section.

3. Number density transport equation
In this study, the number density transport equations

for each bubble group are applied to predict the two-phase
flow parameters such as the interfacial area concentration

and the void faction. Based on the study of Prince et al.
[16], the coalescence and breakup models are modified by
considering a proper physical approach. A wake entrain-
ment model is developed to apply it to the number density
transport equation.

The number density transport equation is obtained by
integrating the transport equation of the number probabil-
ity density function over the volume of all the particle sizes:

v [ (7

Wi (g = +f>dV+S,c
+Si,B +Si,W (1)

ot

where f, n;, ﬁg and p, are the probability density of bubbles,
number density, gas velocity and gas density. S; ¢, S;p and
S;w are the source and sink terms of the bubble coales-
cence, breakup and wake entrainment respectively. The
first term of the right-hand side of Eq. (1) considers a gas
expansion due to changes in the gas density along the bub-
ble path. The expansion term of the gas phase has to be
included when the gas density changes considerably such
as this study and is expressed as follows:

u u v
2 .vp /( +f)dV— —£-Vpy - (W)
pg pg
M
pg Vg - (fis2Viea = ficioVici2) (2)
g
where fi 1, = I f, ) o2 fttiand f; = 7l ey

3.1. Bubble coalescence due to random collisions

A bubble coalescence is considered to occur due to a
random collision driven by the turbulence of a liquid
phase. A coalescence of two bubbles is induced in the fol-
lowing processes: (1) bubbles collide, (2) a small amount
of the liquid between the bubbles is trapped and drains
gradually, (3) the liquid film between the bubbles reaches
a critical thickness and a film rupture occurs resulting in
a coalescence. Based on the study of Prince et al. [16], the
source and sink terms of the number density which is
induced by a bubble coalescence due to a random collision
can be expressed by the following equations respectively:

Fiw=Ty Vigin <Vi+ Vi< Vimax
[N
Ssourcezizzr‘”d lkli Vk+V[>Vi,max
k=1 =1
or Vk + Vl < Vzl,min (3)

N
sink __
Sie *E Iy
=

where I'j, N, Vinin, Vimax and V are the coalescence rates of
the bubbles of group i and group j, total bubble group,
minimum bubble volume, maximum bubble volume and
mean bubble volume for each group respectively. The sub-
scripts indicate the bubble group. In the production term,
since the factor 1/2 is considered to avoid a counting of
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the coalescence events twice, the factor should be neglected
in the case of a collision between bubbles in the same group
(k=1.

The bubble coalescence rate I'; can be expressed in
terms of the collision rate 0; and the collision efficiency
/5. The collision rate can be given as a function of the num-
ber density, collision area and the bubble relative velocity
[16]. In this study, the relative velocity is considered as
the difference of the velocity for the approaching two bub-
bles with an opposite direction. The coalescence efficiency
is expressed as a function of the time required for a coales-
cence of the bubbles 7; and the contact time for the two
bubbles 7;; [17]. The coalescence time and the contact time
that were derived respectively by Kirkpatrick and Lockett
[18] and Levich [19] are used. From the above descriptions,
the coalescence rates of the bubble i/ and the bubble j are
obtained as follows:

ol/2

p1/275/6 1/3
Iy = Crc-mn; - (d; —i—a'/-)2 gl ‘d,w +d}/3’ - exp bty e

(4)
where d, rl.;l =0.5(r;"! —i—rj’l), ¢, pr and ¢ are the bubble
diameter, equivalent radius, energy dissipation, liquid den-
sity and the surface tension, respectively.

3.2. Bubble breakup due to the impact of turbulent eddies

A bubble breakup is induced by a collision with a turbu-
lent eddy of a similar size to the bubble. From previous
studies [9,16], the main parameter inducing a bubble
breakup can be considered as the energy and size of the
eddy. When the Reynolds number is large enough, a large
eddy usually transports the bubble. For this reason, daugh-
ter bubbles formed from a breakup have a smaller size than
the length scale of the eddy. On the contrary, a very small
eddy does not have enough energy to break a bubble.
Therefore, the eddy size for a breakup can be determined
as slightly smaller than or equal to the bubble. Based on
the study of Prince et al. [16], the source and sink terms
of the number density which is induced by a bubble
breakup due to an impact of turbulent eddies can be
expressed by the following equations respectively:

Z { /ze:Fie V/+V0:Vi
rl/e i
/H—l /’370 Vf+V0?éVi

sink __ §
Si‘ j ie

where V; and V) are the volume of the two daughter bub-
bles, respectively. V; denotes the mother bubble and the
subscript indicates the bubble group.

The bubble breakup rate I'; ., which is analogous to the
coalescence rate, is given as a function of the collision rate
and the breakup efficiency. The breakup efficiency is
expressed by the function of the surface energy and the
eddy energy and it indicates the fraction of the turbulent

gsource _

eddies colliding with the bubble that a turbulent kinetic
energy greater than the surface tension energy of the bub-
ble. From the previous studies [16,17], the breakup rate of
the group i bubble into the group j bubble after colliding
with the eddy:

4 g
e = Cpr-mnee'? (dlm +d7;r@1 Sic - €Xp <_ : )

eddy
(6)

Where ne, Eeady Nf At 2/*d;/f dl, Es~o(d+
dy— S & fi d -I-A d)»/f dA ‘and Jmin are the

eddy number den51ty, the eddy energy, the surface tension
energy, the area of breakup and the minimum eddy diam-
eter for a breakup, respectively.

In this study, since it is assumed that only an eddy with a
length smaller than or equal to the breaking bubble [20],
the maximum eddy size is chosen as follows:

/lmax = dl‘ (7)

The minimum eddy size is chosen as the following equa-
tion by considering an assumption that only daughter
bubbles with a diameter smaller than the length scale of
the eddy can be formed [21]:

;Lmin = ddaughter.max = max(d-, dO) (8)

where d;, dy and d; are the diameter of the mother bubble
and the d1ameters of the two daughter bubbles, respec-
tively. The relation of these diameters is denoted as follows:
dy = (d} —d))"".

3.3. Bubble coalescence due to a wake entrainment

The wake entrainment is a phenomena where the trail-
ing bubble accelerates and coalescences with the leading
one when the bubble enters the wake region of a leading
large bubble as shown in Fig. 3. When the leading bubble
is large, a circular wake is formed behind the large leading
bubble. This wake is considered as a mixing region with a
high level of turbulence. The liquid velocity fluctuation
behind the leading bubble influences the shape and behav-
ior of the trailing bubble. Therefore, the wake length and
the velocity profile in the wake are important for describing
the nature of this mechanism. In this study, the coalescence
terms due to a wake entrainment are developed to apply
them to the number density transport equation. The source
and sink terms of the number density which are induced by
a bubble coalescence due to a wake entrainment can be
expressed by the following equations, respectively:

Figg=Tw Vimn <Vie+V; <

Vimax
y :
SWE=> Zr,k; Tig=0 Vit Vi>Vima

k=ncap I= or Vi +V; < Vimn
Z;V: el i < ncap
S?ink — (9)
W Zz lrz/ I Z i > ncap

J=i+l1
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Fig. 3. The wake entrainment. (a) An interaction with small trailing bubble and (b) an interaction with large trailing bubble.

where ncap is the minimum cap bubble size group. The
subscripts indicate the bubble group.

In this study, the wake entrainment is considered when
the leading bubble is only a cap or slug bubble and the
boundary of the cap and the slug bubble can be determined
respectively by [4,21]:

o o
D.=4,/— ~1cm, D;,=40,/—— ~10cm 10
\VgAp \VgAp (10)

where g, Ap and ¢ are the acceleration due to gravity, a dif-
ference in the density between the phases and the surface
tension, respectively. Therefore, when the mean diameter
of any group is larger than 1 cm, the bubble of that group
can be considered as the leading bubble.

The coalescence rate I'; due to a wake entrainment can
be expressed in terms of the collision rate 0;; and the colli-
sion efficiency ;. The collision rate can be given as a func-
tion of the relative velocity and the number density of each
group as below:

| — |

0 = min;V, (11)
where V,, i, i and dp, pamn are the volume available for a
collision, velocity of the trailing and leading bubble and
the mean free path of the trailing bubble, respectively.
The volume available for a collision between the leading
bubble and the trailing one is expressed as the projected
bubble area multiplied by the wake:
V=741 Ly (12)
where di and Ly are the diameter of the leading bubble
and the wake length, respectively. For the cap bubbles,
Miyahara et al. [22] proposed experimentally that the wake
length was 5d; ~ 8dy. when the bubble diameter is smaller
than the pipe size. In this study, the wake length of the
cap bubble is chosen as 6.5d; . For the slug bubbles, Pinto
et al. [23] found experimentally that the wake length was
about five times as large as the flow channel diameter
(~5Dt) when the liquid flow regime was either laminar
or turbulent.

d m,path

The collision rate is proportional to the relative velocity
between the leading bubble and the trailing one. The veloc-
ity relation of the two bubbles can be obtained irrespective
of the liquid flow pattern behind a slug [24]:

Uy Y y

B 1142 1424 for 2 <024 1
o In + or In <0 (13)
_ 2

Uy y Y y
—=2.01-196—+0.96( — for0.24 <—<1 (14
o 0 96LW +0.96 (Lw> or 0.24 < In <1 (14)

where y is a distance between the leading and trailing bub-
ble. Egs. (13) and (14) are applied to both the cap and slug
leading bubbles in this study.

Therefore, the relative velocity between the leading and
trailing bubble can be obtained by using Eqs. (11), (13) and
(14):

-~ 1
Ut _ Ut
—1‘—141/ ——1
U 0

uy
0.24
:ﬁl/ |—114Z+324|d2+ﬁ1
0

dz

i — | =

1
></ 10.962% — 1.96z + 1.01|dz
0

.24

=0.608 - & (15)

where z is the characteristic distance which is expressed by
y/ L.

The velocity of the leading bubble # can be considered
as the individual cap or slug bubble velocity in a column.
For the cap bubbles, Krishna et al. [25] proposed the veloc-
ity of a cap bubble in the size range D = 3-80 mm from the
results of an extensive experimental investigation:

i =+/gd /2 -SF ford. >0.017
dy

F =1 for — 12

S. or DT<O 5

16
SF:1.13exp<—g—L) f0r0.125<%<0.6 (16)

T T

d
SF = 0.496+/Dr/d, for D—L > 0.6
T
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For the slug bubbles, the velocity of the slug bubble
through a stagnant liquid can be given as a function of
the acceleration due to gravity, g and the internal diameter
of the tube, Dt as follows:

i = 0.35(gDy)"? (17)

If the probability of a trailing bubble existing along the
wake length has the same value, the mean free path of the
trailing bubble can be obtained as a simple equation:

Jo¥ ydy Ly
dm. ath — — 7~ — “~ 18
where Lyw and y are the wake length and the distance from
the base of the leading bubble, respectively. The collision
rate becomes larger as the mean free path of the trailing
bubble decreases.

The coalescence efficiency for a wake entrainment which
is analogous to a bubble coalescence due to random colli-
sions, can be expressed as a function of the time required
for a coalescence of the bubbles 7; and the contact time
for two bubbles 7;. However, in the coalescence time, the
interaction for the bubbles with a similar size is considered
as a main contribution in the coalescence due to a random
collision. On the contrary, in the wake entrainment, the
interaction between small bubbles and large bubbles is con-
sidered as more important. The small bubble collides with
the base of the large bubble and two bubbles coalescence
after fully draining the liquid film. Therefore, this phenom-
enon can be considered as not the interaction of the bub-
bles with a similar size but the interaction of a bubble
and an interface when the base of the large bubble is
assumed as a flat interface without an oscillation. In order
to obtain the coalescence time for a wake entrainment, the
film drainage equation for the bubble-interface interaction
which was derived by Kirkpatrick and Lockett [18] is used
in this study. From the above descriptions, the coalescence
rates due to a wake entrainment of bubble group i and bub-
ble group j can be obtained by the following equation:

1/2.5/6
Pf/ ”ij/ ¢/
o172

F,‘j = CWE . n,«njdfﬂ,« - EXp (- (19)
where Cwg is an adjustable parameter that can be evalu-
ated with experimental data.

4. Numerical analysis

In this study, a multi-dimensional code is set up by using
the two-fluid model and the number density transport
equation for each bubble group. The flow fields of the fluid
are calculated using the two-fluid model and the local
parameters such as the void fraction and TAC are com-
puted by the number density transport equation. The
two-fluid model and the number density transport equation
are coupled systematically with each other. Two sets of the
conservation equations of the mass and momentum are
applied to liquid and gas phases, respectively. The constitu-

Table 1
The experimental flow conditions for the numerical analysis

Superficial Void Remarks Number of
liquid velocity fraction bubble groups
(m/s) for the

calculation

Case0l Low (0.5) Low (10%) Core peaking, 14
bubbly flow
Case02 Low (0.5) High (24%) Core peaking, 16
slug flow
Case03 Intermediate  Low (5%)  Wall peaking, 11
(1.0) bubbly flow
Case04 High (2.0) Low (6%) Core peaking, 14
bubbly flow
Case05 High (2.0) High (20%) Core peaking, 15
slug flow

tive relations such as the drag force, virtual mass force and
lift force are included for the calculation of interface
momentum transfer. The governing equations are discret-
ized using the finite volume method (FVM), where the
equations are integrated for structured or unstructured
grids. An incompressible fluid is assumed and the discret-
ized equations are solved using the simplified marker and
cell (SMAC) algorithm [26]. All the variables such as the
pressure and velocity are defined at the cell center. The
linear sets of the equations obtained from the pressure cal-
culation are computed by a conjugate gradient solver.

The flow field of gas phase calculated from the momen-
tum equation is applied to the number density transport
equations. Currently, since the bubble velocity is simplified
from an assumption that all bubbles are moving at the
same velocity, the same velocity profile for bubble is used
for each bubble group. The void fraction and interfacial
area concentration obtained from the number density
transport equations are used for the flow field calculation.
The calculation is carried out for 11-16 bubble size groups
in the conditions as shown in Table 1.

5. Results and discussion

In order to evaluate the number density transport equa-
tions and the developed code, a comparison of the predic-
tion with the experimental data generated in the air/water
loop is performed. For an assessment of the void fraction
and the interfacial area concentration at the local points,
five flow conditions are chosen by considering the liquid
velocity, void fraction and flow pattern as shown in Table
1 and Fig. 2. In this study, most experiments show the core
peaking for a void fraction. Since only two cases, which are
Case03 and Case04, show the wall peaking for a void
fraction, these are chosen for the numerical analysis. The
experimental data at the two upper axial positions L/D =
42.2 and 100.7 is used because an entrance effect of bubble
generator is small if possible. The axial distance between
the two positions is 4.68 m. The experimental data at
L/D =422 is used as input and the prediction results
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which are obtained at L/D = 100.7 are compared with the
experimental data.

Figs. 4-7 show the comparative results of the void frac-
tion and the interfacial area concentration for the five
cases. In order to evaluate the capability of the developed
code and model in analyzing a general two-phase flow,
the adjustable parameter of each bubble interaction model
is used with the same value for the five cases irrespective of
its flow regime or characteristic of the radial bubble distri-
bution. The adjustable parameter of each bubble inter-
action model is given as follows:

Crc =0.005, Cwg=0.005 and Cgr =0.005 (20)

Figs. 4 and 5 show the results of the void fraction and
interfacial area concentration, respectively, for Case0Ol,
Case02 and Case03. In Case01 where the liquid velocity
and void fraction are low, the core peaking is predicted well
and the void fraction and the interfacial area concentration
are also predicted well and the relative errors are 18.1% and
8.8%, respectively. On the contrary, in Case02 where the
liquid velocity is low and the void fraction is high, the core
peaking is clearly shown but the void fraction and the
interfacial area concentration predicted by the developed
code and model have large relative deviations. Since the
void fraction is proportional to the interfacial area concen-
tration, the error trend of the void fraction is similar to that
of the interfacial area concentration. In this condition
which is included in a slug flow regime, since the interval
of the mean bubble diameter between the bubble groups
is large due to the large bubbles, large errors can occur in
evaluating the bubble interactions between the bubble
groups. Therefore, if the number of the bubble groups is
larger than that in this calculation, the relative error can
be further reduced. However, since large bubble groups
increase the calculation time, the number of the bubble
groups should be selected carefully by considering both
effects. In general, the measuring error is large near to
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the wall because the undesirable phenomena can occur
from the disturbed flow and the interfacial area concentra-
tion can be overestimated by the steep interfaces in the con-
dition where a large slug occupies the entire flow channel
diameter. Therefore, the possibility of a large experimental
error can be considered as an explanation for the disagree-
ment of the interfacial area concentration in a region which
is close to the wall. Also, since the interfacial forces that are
used in the two-fluid model were developed by considering
the one-dimensional concept and the drag coefficient of a
slug flow regime is a function of only the void fraction
regardless of the bubble diameter, the predictive error
may be large in this condition which is a slug flow regime.
The relative errors of the void fraction and the interfacial
area concentration are 18.6% and 26.0%, respectively. In
Case03, the wall peaking is predicted well. The local predic-
tion results for the void fraction and the interfacial area
concentration predict well the trends of the experimental
data but the relative deviation for the void fraction is some-
what large in the region that is near to the wall. In general,
the lift, wall-lubrication and turbulent dispersion forces
affect the radial distribution of the void fraction. In this
study, since the lift force is only considered, the relative
deviation for the void fraction can be large in a region
which is close to the wall. If the wall-lubrication and turbu-
lent dispersion forces were to be included in the developed
code, the predictive capability for the void fraction may be
advanced. The relative errors of the void fraction and the
interfacial area concentration are 58.2% and 17.2%,
respectively.

Figs. 6 and 7 show the prediction results of the void
fraction and the interfacial area concentration, respectively
for Case04 and Case05. In Case04 where the liquid velocity
is high and the void fraction is low, the core peaking is
illustrated well as shown in Fig. 6 and the void fraction
and interfacial area concentration are predicted well by
the developed code. The relative errors for the void fraction
and interfacial area concentration are 22.5% and 18.9%,
respectively. In Case05 where the void fraction is high
and the liquid velocity is high, the flow condition is located
in the slug flow regime. The core peaking is shown well but
the void fraction does not predict well the local experimen-
tal data. The interfacial area concentration follows the
trend of the experimental data at the central region but a
large deviation is shown in the region which is close to
the wall. The causes of a difference between the predictive
and experimental results can be proposed as those
described for Case02. The relative errors for the void frac-
tion and the interfacial area concentration are 18.0% and
23.5%, respectively.

As shown in Figs. 4-7, although the relative deviations
are large in the flow conditions which are included in the
slug flow regime, the predictive capability of the developed
model and code for the void fraction and interfacial area
concentration is acceptable in most flow conditions. In flow
conditions (Case01 and 04) where the void fraction is low
and they are included in the bubbly flow regime, the agree-

ment between the model prediction and the experimental
data is remarkable. Also, in flow condition (Case03) where
there is a wall peaking, the predictive results show well the
trends of the experimental data.

In order to investigate the contribution for the interfacial
area concentration from each bubble interaction term and
its sensitivity to the flow conditions, the estimation for each
bubble interaction term is shown in Figs. 8 and 9. Since the
number density for each bubble group is related to that of
the entire neighboring cells in the multi-dimensional condi-
tion and it is varied due to the convection for the axial and
radial directions and the bubble interaction terms, it is
difficult to accurately understand the variation of the num-
ber density due to each bubble interaction term along the
flow path. Therefore, the contribution made by each bubble
interaction term is expressed as a ratio for the pressure
term, which is shown as the maximum contribution term,
by considering a variation of the number density for each
bubble interaction term in all the cells. In Fig. §, the
contribution of each bubble interaction term is examined
for a condition where the liquid superficial velocity is low.
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In these flow conditions, it can be found that the coales-
cence due to a random collision (RC) and a wake entrain-
ment (WE) are the dominant mechanisms in the bubble
interactions, whereas the breakup due to a turbulent impact
(TT) has no role. This is due to the fact that the turbulent
energy is not high enough to break the bubbles in these flow
conditions. As the void fraction increases, the coalescence
due to a random collision (RC) and wake entrainment
(WE) become more significant. Therefore, in these flow
conditions, a bubble expansion due to a pressure reduction
serves as the only source term in a variation of the interfa-
cial area concentration, while a coalescence due to a ran-
dom collision (RC) and a wake entrainment (WE) serve
as sinks.

The contribution from the breakup due to the turbulent
impact (TI) becomes evident as the liquid superficial veloc-
ity increases. In Fig. 9, the contribution of each bubble
interaction term is shown for a condition where the liquid
superficial velocity is high. It is clear from the figures that
the contribution from the breakup due to the turbulent
impact (TI) becomes more significant than that in Fig. §.

As shown in Fig. 9, the coalescence due to a random colli-
sion (RC) becomes more important than a wake entrain-
ment (WE). This is due to the increase in the turbulent
fluctuations in the flow conditions where the turbulent
effect is high. In Case05 where the void fraction is high,
all of the bubble interaction terms become more significant
and the breakup due to the turbulent impact (TI) and a
coalescence due to a random collision (RC) are more dom-
inant terms. Therefore, in these flow conditions, a bubble
expansion due to a pressure reduction and the breakup
due to a turbulent impact (TI) serve as the source terms
in a variation of the interfacial area concentration, while
a coalescence due to a random collision (RC) serves as a
more dominant sink term when compared to a wake
entrainment (WE).

6. Conclusions

A computational fluid dynamics code coupling the two-
fluid model and number density transport equations was
developed to obtain the flow parameters in a two-phase
flow. As the closure relations for the number density trans-
port equations, a coalescence due to random collisions and
a breakup due to an impact of the turbulent eddies were
modified based on previous studies. The bubble expansion
term due to a pressure reduction and a coalescence due to a
wake entrainment were also modeled. The coalescence rate
due to a wake entrainment was considered when the lead-
ing bubble is only cap or slug bubble and the relative veloc-
ity between bubbles in a wake was applied using the
experimental correlations. The calculation results were
compared to that of the experimental study for various
conditions. It showed a good agreement between the calcu-
lation and the experiment except at the high void fraction
conditions. In low void fraction conditions, the calculated
results predicted well the trends of the void fraction, inter-
facial area concentration and the radial bubble distribu-
tions. The importance level of the particle interaction
mechanisms concerning the flow conditions can be deter-
mined by the contribution of the bubble interaction terms.
The effect of bubble expansion was shown as the maximum
contribution term. In the conditions where the liquid flow
is low, the coalescences due to a random collision and a
wake entrainment are the dominant mechanisms as sink
terms, whereas the breakup due to a turbulent impact has
no role. However, as the liquid flow increases, the contribu-
tion from the breakup due to a turbulent impact becomes
evident. As a further study, appropriate bubble interaction
models, such as the shearing-off of a large bubble into small
bubbles and a breakup due to a surface instability are to be
developed for a slug flow regime.
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